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Scale disparities in the complex Swift-Hohenberg equation for lasers
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The complex Swift-Hohenberg (CSH) equation is a generic order parameter equation that applies to many
physical systems. In the case of class C lasers, it can be obtained from the Maxwell-Bloch equations using the
assumptions of slow envelope and small detuning. We show that the resulting CSH equation inevitably con-
tains different asymptotic order terms, associated with the dominance of the effect of dispersion over diffusion.
These scale disparities are usually overlooked or simply not mentioned in the literature, assuming that a CSH
equation with all terms of the same order still provides qualitative information. In this paper, the asymptotically
nonuniform CSH equation is carefully deduced using a simpler scaling-free procedure, and a stability analysis
of the simplest solutions together with some numerical simulations are presented, in which the mentioned scale

disparities are clearly seen.
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I. INTRODUCTION

Nonlinear optical systems, such as laser, optical paramet-
ric oscillator, photorefractive oscillator, or Kerr medium,
have been specially prolific during recent decades in provid-
ing examples of pattern formation [1-3]. In the case of la-
sers, there are many experimental confirmations of the pres-
ence of transverse patterns. Some of these results are the
observation of structures of dotlike localized objects in CO,
laser [4], phase singularities [5], and patterns in CO, and Na,
lasers [6—8]. It is worth mentioning the observation of trans-
verse patterns in a photorefractive oscillator [9] that was
shown to be theoretically equivalent to a class A laser [10];
these patterns are well described by the complex Swift-
Hohenberg (CSH) order parameter equation.

Despite the peculiarities of the different classes of lasers,
a general theoretical description of transverse patterns in
wide aperture single longitudinal mode lasers is obtained
from the Maxwell-Bloch equations. These semiclassical
equations have been derived and studied by many authors
[11-15]. Close to lasing threshold, the description can be
greatly simplified through the deduction of a generic order
parameter equation whose form depends on the destabiliza-
tion mechanism and symmetry properties. It has been shown
that, when the laser is operating near peak gain (small detun-
ing), such generic description is provided by a CSH equation
for class A and C lasers [16,17]. CSH equations for CO,
laser and semiconductor laser, that are class B, have been
obtained in Refs. [18] and [19], respectively. (For an expla-
nation of the classes of lasers, see Ref. [20].) Besides laser
and photorefractive oscillators, the CSH equation has been
also used as a model for optical parametric oscillators
[21,22] and in many other nonoptical contexts [23].

The derivation of the CSH equation from the Maxwell-
Bloch equations is based on the slow envelope assumption,
i.e., in the assumption that the amplitudes of the physical
fields are small and depend slowly on time and on the trans-
versal spatial scales. But the CSH equation is commonly
applied without observing the slow envelope requirement
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and it is not infrequent to see in the literature solutions that
do not exhibit only long scales (see Ref. [1] and [3] and the
references therein). This is usually justified invoking the ar-
gument of a qualitative only scope of the order parameter
description.

For the laser parameter values that we will consider,
namely class C with small detuning, the resulting CSH equa-
tion necessarily includes terms of different asymptotic order
and, in some particular regimes, it even allows us to further
simplify the CSH equation to a complex Ginzburg-Landau
(CGL) equation. This unavoidable asymptotic nonuniformity
of the resulting CSH equation is obviated in the usual analy-
sis in the literature, where a CSH equation with all terms of
the same order is normally used to analyze this laser insta-
bility.

The purpose of this paper is precisely to highlight this
point: the correct description of the problem is given by a
CSH equation with terms of different asymptotic order. We
will write the CSH equation in a way that makes explicit the
different magnitudes of each term and will analyze the con-
sequences of these scale disparities in the stability of the
most simple solutions. In Sec. I we obtain the CSH equation
from the Maxwell-Bloch equations using a method that is
simpler than that usually found in the literature, in which no
a priori relative scaling of the variables is assumed. In Sec.
I1I, the linear and global stability of the nonlasing solution is
analyzed. The stability of the traveling waves is studied in
Sec. IV, and in Sec. V some numerical simulations of the
CSH are presented in order to show the effect of the above-
mentioned asymptotic nonuniformity. Finally, some conclud-
ing remarks are drawn in Sec. VL.

II. THE COMPLEX SWIFT-HOHENBERG EQUATION

The Maxwell-Bloch equations for a two-level single lon-
gitudinal mode laser with flat mirrors are

JE
E:iasz—0E+ oP, (1)
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We are using here the same nondimensional formulation as
in Ref. [24], where E(x,y,t) and P(x,y,t) represent the com-
plex electric and polarization fields, N(x,y,?) is the real val-
ued field of the population inversion, a>0 measures the
strength of the diffraction, o> 0 and ) account for the cavity
losses and the cavity detuning, r is the pumping parameter,
b>0 is the decay rate of the population inversion, V?
=d*/dx*+ %/ dy? is the Laplacian operator in the plane trans-
verse to light propagation, and the bar stands for the complex
conjugate. In the equations above, the size of the fields have
been scaled in order to remove the coefficients of the non-
linear terms and time is measured using the characteristic
decay time of the polarization. Note also that the diffraction
coefficient, a, can be set to 1 without loss of generality (as
we will do hereafter) just by scalir;g the space variables x
=(x,y) with the diffraction length va. We will consider, as a
specific case, a class C laser, for which o~ 1 and b~ 1.

A linear stability analysis of the nonlasing state
(E,P,N)=(0,0,0) gives the following stability exponents of
small perturbations:

N=—b, 4)

o+ 1+i(2+Q) [(o-1)+i(k>- Q)P +4ro
- +
2 - 2 ’

A=
(5)

where k is the absolute value of the perturbation wave num-
ber. After some algebra, it is found that the zero solution is
stable if the pump, r, is below the critical value r,=1+ (k>
-0)%/(o+1)? and unstable otherwise [16,17]. It is known
that, if () <0, the Maxwell-Bloch equations can be reduced
to a complex Ginzburg-Landau (CGL) equation close to the
instability threshold [24], and, if >0, a pair of counter-
propagating coupled CGL equations are obtained for 1D and
quasi-1D configurations [24-26]. The order parameter equa-
tion that completely describes the destabilization in 2D for
Q>0 is not currently known, and it still constitutes one of
the open problems in pattern formation [23].

This paper covers the transitional case of small detuning
|Q] <1 in a class C laser, which is described by a CSH equa-
tion [16,17].

Near the destabilization threshold, the weakly nonlinear
dynamics of the system is dominated by its linear part, and
the order of magnitude of the slow scales that the system
exhibits can be obtained from the study of the behavior of
the stability exponent responsible for the stability change
(whose real part first becomes positive as the pump is in-
creased). The small nonlinearities of the problem do not play
any role in the slow scale selection; they just define the char-
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FIG. 1. Sketch of the growth rate of the most unstable modes
right after onset, for [Q|<1, |r—1|<1, and k<<1. The range of
almost neutral modes is of order |r—1|"4.

acteristic size of the resulting pattern through the saturation
of the instability growth, and they will be taken into account
later on.

For small detuning, the modes of the system that first
become unstable are those corresponding to small wave vec-
tors, and their linear stability characteristics are given by
expression (5) with the + sign, which can be expanded as

o

_ _ _ 2 _ 2, ...
Re(7\)—0+1(V 1) (U+1)3(k Q)+, (6)
2
Im(y = - X (7)
o+ 1

in the limit of small detuning, small displacement from
threshold, and small wave vector, i.e.,

Q|<1, |r—-1/<1 andk<1. (8)

From the expression of the growth rate (6), we can see
that the characteristic slow time is given by 7~1/|r—1|
>1 and that the range of almost neutral modes goes up to
k~|r—1|"* (see Fig. 1). The growth rate of the modes with
k> |r—1|"* is much larger and negative and therefore they
are quickly damped out in the slow time scale. Note that in
the scaling arguments above we are implicitly assuming that
|Q] is, at most, of the order of |r— 1|2, We are not consider-
ing the case |Q|>|r—1|"? and Q>0 (2 <0 is stable and far
from threshold, see Ref. [24]), in which a narrow band of
almost neutral modes of size Ak~ |r—1|"2/1]Q| develops
arOIﬂl the critical wave-vector circumference of radius k.
~\|Q|> Ak, because it corresponds to a completely differ-
ent destabilization type for which, as mentioned before, a
couple of counterpropagating CGL equations are obtained in
1D systems.

In other words, the behavior of the growth rate ensures
that, for large times, the system can only exhibit spatial
scales that are of the order 1/|r—1|"4>1 or larger, but no
smaller ones, because those are damped out by the dominant
linear effects.

On the other hand, the associated mode frequencies given
by Eq. (7) are always large as compared with the damping
terms of the growth rate. This indicates that the effect of
dispersion on the neutral modes of the system is faster and
much stronger than that of diffusion. The envelope equation
that describes the slow dynamics of the system has to take
into account these two effects simultaneously and therefore it
is necessarily going to contain terms of different asymptotic
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orders, which can never be rescaled to be of the same order.
This is not the case in the transition for ) <0, where disper-
sion and diffusion are both of the same order ~k*> and the
weakly nonlinear dynamics of the system is described by an
asymptotically uniform complex Ginzburg-Landau equation
[24].

The need to retain terms of different orders made the deri-
vation of the envelope equation in Refs. [16] and [17] quite
involved. They first assumed a particular scaling for the
fields and the slow spatial and temporal variables, then they
proceeded to derive the envelope equation and its next order
correction, and, finally, they collapsed back the two term
expansion into the original (unscaled) variables in order to
obtain a single envelope equation.

The derivation of the envelope equation that we present
below is simpler because we do not assume a priori any
scaling relation between the variables, we just look for
small-amplitude solutions that depend slowly on space and
time (similar scaling-free derivations can be found in Refs.
[27] and [28] in the context of convection and water waves).

More precisely, the neutral mode at threshold, r=1 and
Q=0, corresponds to A=0 and k=0, with associated eigen-
vector

1
V0= 1 y
0
and suggests an expansion for the solution of the MB equa-
tions (1)—(3) of the form
E(x,y,1)
P(x,y,0) |=Vop+ ViVi+ -, )
N(x,y,t)

where the complex amplitude (x,y,r) has to verify a solv-
ability condition that is also expanded as

=g+ ) Viip+ oo (10)

and is precisely the envelope equation that we are looking
for. The expansions above include all possible combined
powers of the small quantities

Q| <1, |r=1]<1, and|yf <1,

Vil <1,

Vi <1,...

that are treated as independent parameters, only constrained
by the weakly nonlinear level of this approach, which re-
quires essentially that

< VA < |V <yl <1land - <|g|<|H<1...,

i.e., small envelope amplitude and slow time and space de-
pendence (we have also anticipated the fact that only even
order spatial derivatives will be produced because of the
symmetry X — —x of the system).

When the above expansions (9) and (10) are inserted in
the MB equations (1)—(3), a linear nonhomogeneous singular
system is obtained at each order. And, as it is the standard
procedure in multiple scale methods to ensure that no secular
terms are present [29,30], the nonhomogeneous terms of
these systems must satisfy a solvability condition that pro-
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vides the contribution of this order to the envelope equation.

The linear terms of the envelope equation (10) can be
easily anticipated because they correspond to the Taylor ex-
pansion of the critical eigenvalue branch \(k?,r,Q) [Eq. (5)
with the + sign] at (k*,r,Q)=(0,1,0) (see, e.g., Ref. [23]),

O\
(r-Dy+ — Qi
(0,1,0) | (0,10

PN
2)\2 V4¢
k7)™ | 0.1.0)
A
2 90?2

N " N
+ =
(0,1,0) Jr

N
AK?)

PN
IOk

) 1
Vig+ —
(0,1,0) 2

Qzlﬂ+ e
(0,1,0)

Qv2y

(0,1,0)

and thus, according to expressions (6) and (7), are of the
form

o . o1 ) o
AU et LA S ot e

b (11)

(Q+V?)2y

The computation of the nonlinear terms requires us to
take the expansions (9) and (10) to the MB equations, which
should be first rewritten in the more convenient form

o -0 O0||E E iV’E
11 ofle :_gp +| = DE-iQP
0 0 bl|N N 0
0
+ - NE , (12)
S(EP+EP)

with the dominant terms grouped on the left-hand side. The
first-order nonlinear contribution to the expansions (9) and
(10) is given by

2
P

V|#A? and o]y

where the vector V and the scalar « are obtained from

o —-o 0 0
-1 1 0(V==aV,+|0 |.
0 0 b 1

This singular linear system can only be solved if the right-
hand side is orthogonal to the solution of the adjoint problem

1
Vo= |,
0

and this solvability condition yields
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and a=0.

S—= O O

Thus there is no contribution of this term to the envelope
equations, in other words, it is not a resonant term. At next
order we have the terms

Wylyf?
which must verify
o —-o 0 0
-1 1 0(W==BVy+ —é ,
0O 0 b

0

and, again, we apply the solvability condition to obtain the
following coefficient of the envelope equation:

(o

b(l+0)

ﬁz_

Finally, after collecting the leading nonlinear contribution
above and the linear terms in Eq. (11), the envelope equation
reads

_a’[(r—l)—iﬂ] i ) o o
=Tt e Ve VY
2
o +1)wlwl (13)

which is the well known complex Swift-Hohenberg equation
(CSH) (see Refs [16] and [17]). It is important to stress that
this equation has to be solved in the limit

|Q|<1and|r—1|<1, (14)

and that its solutions must verify the slow envelope assump-
tion

C= Vi < VYl <Y < 1. (15)

And therefore, as was expected from the study of the growth
rate, the CSH above contains different order terms: the effect
of dispersion is always much bigger than the dissipation of
the double diffusive term.

We now introduce the small parameter 0 <e<<1 and the
scaling of the variables,

¥ (e+1)? . (o+])
(V_l)_(0_+1)2_ 0_2 ag”, 1= - te?,
(%5) = (o+ U(x Ve, = e loorly ’b(0+ 1)¢ ,
g
2
Q=(0-+1) we, (16)
g

which brings Eq. (13), after dropping tildes, to the more
convenient form
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b= ad+iVip— P> - 2ewV3h -V,  (17)

where the rescaled pump, «, and detuning, w, are now order
1 parameters.

In the scaled CSH Eq. (17), the dominant dispersion in-
duced dynamics is of order 1: the typical length scale exhib-
ited by the dispersive patterns (that was ~1/ \s’m>l in
the original variables) is now dy,~ 1. On the other hand, the
small coefficient multiplying the double diffusive term indi-
cates that the system is capable of displaying scales as small
as O~ Ve (~1/ \W> 1 in the original variables) before
diffusion becomes overwhelming and everything is damped
out, recall Fig. 1.

The simplest solutions of Eq. (17) are those that only
exhibit scales ~Jgg,~1 as e—0. For those dispersive
states, the spatial derivatives remain of order 1 and thus the
two last terms in Eq. (17) represent, in the limit ¢ —0, a
small correction that can be neglected to give

bi=ad+iVie— @|d* (18)

This is a very interesting complex Ginzburg-Landau equa-
tion (CGL) [23,31,32]: purely dispersive but with a dissipa-
tion that comes from the nonlinear term only. This CGL
equation appears in a straightforward way from the small
detuning MB equations due to the dominant character of the
dispersion, but, so far, we have not seen it analyzed in the
literature. Instead, the equations that are currently used to
describe the weakly nonlinear dynamics of the MB equations
in the small detuning case are either (i) the unscaled CSH
Eq. (13), but integrated without observing the slow envelope,
near threshold conditions (14) and (15), see Refs. [16,17,24],
and [33], or (ii) a CSH equation scaled similarly to Eq. (17),
see Ref. [34], but again studied for e~ 1, when £<<1 is the
only physically relevant regime from the point of view of the
slow envelope description of the transverse laser pattern dy-
namics.

The next sections are dedicated to the study of some basic
solutions of Eq. (18). Note that once a stable solution of Eq.
(18) is found, in order to be sure that it is a stable state of the
complete CSH Eq. (17), one must also check its stability
under perturbations containing small diffusive scales, whose
dynamics is not contained in Eq. (18); and if the small dif-
fusive scales are not damped out, then the complete CSH Eq.
(17) with € —0 has to be used in order to correctly describe
the dynamics of the system.

III. LINEAR AND GLOBAL STABILITY OF THE
NONLASING SOLUTION

In this section, we study the stability properties of the
nonlasing solution ¢=0. We are interested in the bulk behav-
ior of a big extended system, where the boundary conditions
do not play a relevant role. The simplest choice is a periodic
boundary condition in a square domain, and the solutions of
the linearized version of the CSH equation in this case can be
written in the form

& ~ elkx

>

where \ is given by
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CGL CSH
Re(A) 0
w
) Nk
k~1
k~1/VE> 1 w<0
w <0

FIG. 2. Growth rate of the perturbations of the zero solution of
the CSH Eq. (17) for ®>0 and w<0, with the two wave-number
regions shown: k~1 (dispersive perturbations, &zg,~1) and
~1/Ve>1 (diffusive perturbations, Sz~ Ve). This plot is a res-
caled version of Fig. 1, obtained after the variable changes of Eq.
(16), where the regimes dominated by the CGL and CSH equations
are distinguished.

N =a—ik? +2ewk® - 2k*,

with k=|k| and 0<e<1. Two different kinds of perturba-
tions can be distinguished. The first are those with wave
vector k~1, i.e., those exhibiting only dispersive scales
Saisp~ 1, for which the dispersion relation above simplifies to

N=a—ik>+ -, (19)

and thus are stable for & <0 and become unstable for a> 0.
The evolution of these perturbations is well represented by
the CGL, which could have been used to obtain their stability
properties. The second kind of perturbations are those with
very high wave vector k~ K/\e>1 and K ~ 1, which have a
typical wavelength of the order of the small diffusive scales
Syt~ Ve <1, and whose growth rate is given by

Re(\) = a + 2wK? - K*.

For negative detuning w<<0 these small-scale perturbations
become unstable for positive «, but for w>0 the destabili-
zation takes place for >—-? at a critical wave number k
=Vw/\e>1. The dynamics of these perturbations is not in-
cluded in the CGL and its analysis requires us to deal with
the complete CSH.

The structure of the growth rate of these perturbations is
sketched in Fig. 2 and, as was expected, it is just a rescaled
version of that obtained in the previous section for the MB,
see Fig. 1. The resulting stability region of the nonlasing
solution is the dark shaded area in the a— w plot in Fig. 3.

Inside the linear stability region indicated with dark shad-
ing in Fig. 3, the zero solution is, in fact, globally stable, that
is, all solutions of the CSH for all possible initial conditions
decay to O as time increases. In order to see this, we multiply
Eq. (17) by ¢, add the complex conjugate, and integrate over
the domain D to obtain
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a
5
a=w
TW stable TW unstable
1
w
2.
0 stable

0 unstable
o= —u?
FIG. 3. Stability diagram for the zero solution and the TW. Light
shading: TW stable. Dark shading: zero solution stable. The axes
correspond to the scaled pump «, and detuning w, that are quantities

of order 1. Numbered dots indicate the parameter values used in the
numerical simulations in Sec. V.

d _ _
[ o =2 1ofatop)+i[ @vo-ovd
tJp D D
—28(0[ ((_bV2¢+ V2 P)
D
+82f (Vo + dV*P).
D

If we now take into account that

V=V -(¢V ¢)~|V¢

and apply Green’s formula, the second integral above can be
expressed as

2
s

- Y

[ v-@ve-ova- (322 422)
D n on

oD

which is zero because of the periodicity boundary conditions
at the boundary oD of the square domain D. The same argu-
ments allow us to write

[ @vssovp--2 j o
D D
and

2
s

| @vioraviar=2| 1vo
D D
where we have also made use of the relation

V=V [HV (V2P) - (VEH(V2 )]+ |V

And collecting all the above results, one can write

d
40 |¢|2=z{ [ 196+ 200 94
D D D

- 82J |V2¢|2] (20)
D

and also
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d
Al |¢|2=2U ool - [ |sv2¢+w¢|2],
D D D

1)

as it can be readily seen after taking into account the follow-
ing relation:

V2 + 0 = &2 V2 o + ’[B + ew( PV + ¢V )

and the result above for the integral of its last term.
Finally, for w <0 all negative terms on the right-hand side
of Eq. (20) can be removed to give

d 2
— | |#*<2a
at)p D

which, according to Gronwall’s Lemma, implies that

f |p|> < Ce®™ -0 ast— =,
D
and thus we can conclude that

f |p|> =0 ast— oo,
D

i.e., all solutions decay to zero for <0 and w<<0. If now
>0, then we can use Eq. (21) and follow the same argu-
mentation as above to obtain that, for a+ w*< 0, all solutions
also decay to zero.

IV. TRAVELING WAVE SOLUTIONS

The simplest nonzero solutions of the CGL Eq. (18) are
the spatially uniform traveling waves (TW),

brw = V/;eikTw-x—ik%wt’ (22)

with kpw=|Kkrw|~ 1, which exist only for @>0 and are ap-
proximate solutions of the CSH up to O(g) corrections.

The TW stability characteristics can be easily obtained
looking for solutions of the form

b= drw(1+8 with |§ <1

in the CSH and neglecting all but the linear terms. The fol-
lowing equation for the evolution of the perturbation ¢ is
obtained:

&=1(V2E+12kpy - VE) — a(é+ &) - 2e0[VZE+ -+ ]
—e[Vi+ -],

where, as we will see below, only the main contribution of
the small diffusive terms needs to be retained. If we now
expand ¢ in Fourier series,

£=2 & (e,

only the mode pairs with wave vectors =k are coupled and
their evolution equations read

dé,

i (— a—ik? - i2kpy - k + 2ewk? — &%k & — aéy,
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CGL CSH
Re(A)
w>0
0 /1
k
w < 0\
—20 4 kol

E~1/ve>»1

FIG. 4. Growth rate of the perturbations of the TW for w>0
and <0, with the two wave-number regions shown: k~ 1 (disper-
sive perturbations) and k~ 1/ Ves1 (diffusive perturbations).

T (— a+ik? - i2kpy - k + 2ewk? — %k €y — a&y,

where k=|k|. The solutions of this linear system are propor-
tional to eM with \ given by

N=—a—i2kpy -k +2ewk® — %k* £ o — k*.

Again, we can distinguish between perturbations exhibit-
ing only dispersive scales, i.e., with wave vector |k|~1,
which have a growth rate that can be approximated as

Re(N)=—a*Va?—k*+--- (23)

and are always stable because « is positive for all TW (see
Fig. 4). This is again the result that is obtained if the linear
stability analysis is performed on the CGL. And perturba-
tions with high diffusive wave vectors, k~ K/ Ve> 1, whose
dynamics i is not contained in the CGL, and their growth rate,
up to O(\&) corrections, are given by

Re(\)=—a+2wK*>-K*+ -+, (24)

which is also plotted in Fig. 4. These diffusive, short wave
perturbations become unstable outside the region defined by
©>0 and o> @’ (marked with light shading in Fig. 3) with
critical wave number k=+w/\e>1. Note that the growth
rate of the diffusive perturbations is of order 1 and thus this
is not a higher-order correction that evolves on a much
slower time scale; this instability develops in the time scale
t~1 of the dispersive CGL dynamics.

V. NUMERICAL RESULTS

In this section we present some numerical simulations of
the CSH equation (17) in a square domain [0,1]X[0, 1] with
periodic boundary conditions. The CSH is integrated in Fou-
rier space using a fourth-order Runge-Kutta scheme, with
64 X 64 and 128 X 128 Fourier modes and with a time step in
the range dr=0.001---0.0001.

This simulations are performed in order to confirm that, as
it was advanced in Sec. II, there are two types of solutions of
the CSH with a completely different behavior in the physi-
cally relevant limit of large systems & —0: those that only
exhibit scales that are of the order of the total size of the
domain, g5, ~ 1, and that can be accurately approximated
by the simpler CGL that is obtained by setting £=0 in the
CSH (case 1 below), and those that develop small diffusive
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0.8675

6] oser

0.8665 - - - -

FIG. 5. (Color online) Time evolution of the

0.866

norm of the solution of the CSH Eq. (17) (above)

0.8655
0

9 ¢ 10 and its gradient (below). The initial condition is a
spatially uniform steady solution with a random
perturbation of size 1073, and the parameters cor-

Vel ™

respond to the case 1 in Fig. 3 with e=107> (thick
line), e=1073/4 (thin line), and =0 [CGL Eq.
(18) dashed line].

scales, O~ \E, whose dynamics can only be correctly de-
scribed using the asymptotically nonuniform CSH with &
<1 (case 2).

Case 1. =0.75 and w=0.5. We are in the region of the
parameter space where the uniform TWs described by ex-
pression (22) in Sec. IV are all stable (see Fig. 3). Recall that
these are TWs with wave number k~ 1 (without diffusive
scales) and therefore, in the £<<1 limit, they are approxi-
mately given by the CGL equation (18). The starting point of
the numerical integrations shown in Fig. 5 is now a uniform
TW [ie., that with kyw=(0,0) and amplitude Va] with a
1073 random perturbation, and, as expected, the system re-
laxes to the uniform TW: || ¢ — V& and ||V @] — 0. It is inter-
esting to notice that the decay rate for e<<1 appears to be
independent of & (see the slopes of the two solid lines in the
lower plot in Fig. 5) but different from that for e=0 (dashed
line in the lower plot in Fig. 5), which decays faster. This is
also in agreement with the results from the previous section:
the dispersion relation of the TW for e<<1 is given by Eq.
(24), whose maximum value —a+ w?>=-0.5 (associated to the
slowest decaying modes) is independent of & and different
from that corresponding to £=0 [when the CSH equation
simplifies to the CGL equation (18)] that, according to Eq.

(23), is constant and equal to —a=-0.75, and thus produces a
faster decay to zero.

Case 2. «=-0.5 and w=2. The initial condition is the
same perturbed uniform state used in case 1, but now, as is
clear from Fig. 6, the behavior of the system for e<<1 is
completely different from that for e=0. The resulting tempo-
ral evolution for £=0 is just a monotonous decay to the zero
solution (dashed line in Fig. 6) that, according to Eq. (19), is
always stable in the CGL dynamics when « is negative. On
the other hand, the zero solution is unstable for the CSH with
e<<1 (see Fig. 3), and what happens now is that the system
evolves to a nonzero final state that exhibits small diffusive
scales (solid lines in Fig. 6). These small diffusive scales
grow exponentially with a finite nonzero growth rate as &
—0, see the lower plot of Fig. 6. Note that, despite of the
small coefficients of diffusion and double diffusion in the
CSH Egq. (17), the onset of these small diffusive scales is not
a higher-order, longer time scale effect; they evolve in the
t~1 time scale of the CSH, as is clear from the slope of the
solid lines in the lower plot of Fig. 6. The resulting values of
V| at t=20 for e=10"3 and £=1073/4 are, respectively,
82.187 and 164.85, whose ratio is equal to 2.006..., in agree-
ment with the fact that the small diffusive scales dominate
the final state, forcing the norm of the gradient to behave, in

el

FIG. 6. (Color online) Time evolution of the
norm of the solution of the CSH Eq. (17) (above)

and its gradient (below). The initial condition is a
spatially uniform steady solution with a random

perturbation of size 1073, and the parameters cor-
respond to the case 2 in Fig. 3 with e=1073 (thick

1Vl

line), e=103/4 (thin line), and e=0 [CGL Eq.
(18), dashed line].
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FIG. 7. (Color online) Colored contour maps of the real (left)
and imaginary (right) part of the solution of the CSH Eq. (17) at
=20 for a=-0.5, w=2, and e=1072.

first approximation, as |[V ||~ 1/e. Moreover, the solutions
at t=20 for e=107% and £=1072/4 (shown in Figs. 7 and 8)
resemble a TW with a number of wavelengths that is roughly
7 and 14, indicating that this final state is close to a TW but
with a diffusive wave number k~1/\e.

VI. CONCLUSIONS

Although the system here analyzed is a specific class C
laser at peak gain (or small detuning), the problem of scale
disparities in the complex Swift-Hohenberg equation is much
more general and involves many different physical systems
[23]. The condition assumed for the derivation of the order
parameter equation is that the amplitudes of the physical
fields are small and depend slowly on time and space. This,
inevitably, leads to the presence of terms with different
asymptotic order in the CSH equation and to the fact that the
small parameter £ cannot be removed from the amplitude
equation, which must be solved in the limit e — 0. The solu-
tions obtained from a CSH equation with all terms of the
same order are not valid in principle because they violate the
slow envelope assumption that is precisely the starting point
assumption for the derivation of the CSH.

We have deduced the corresponding asymptotically non-
uniform CSH equation using a scaling-free method, much
simpler than that presented in Refs. [16] and [17]. The re-
sulting CSH is actually a purely dispersive CGL equation
plus smaller order diffusion and double diffusion terms,
which presents two well defined, extremely different scales:
dispersiXe scales, 5disp~ 1, and smaller diffusive scales,
Saiee~ Ve [with the scaling of Eq. (17)].

This scale separation suggests the following procedure:
solutions of the simpler CGL equation (that only exhibit dis-
persive scales) are easily obtained and then their stability is
analyzed in the context of the complete CSH equation, where
the behavior of the perturbations is also affected by the dif-

FIG. 8. (Color online) Colored contour maps of the real (left)
and imaginary (right) part of the solution of the CSH Eq. (17) at
=20 for a=-0.5, w=2, and £=1073/4.

fusion and double diffusion terms (whose effect is not nec-
essarily small). The result is that the perturbations of the
simplest solutions (nonlasing state and traveling waves) have
two different regimes. One regime holds for small perturba-
tion wave number, k~ 1 (dispersive perturbations), and is
dominated by the CGL equation. The other regime holds for
big wave number, k~ 1/ (diffusive perturbations), and re-
quires us to consider the complete CSH equation (Figs. 2 and
4). The diagram of Fig. 3 in the parameter space determined
by the scaled pump « and detuning w, which gives the sta-
bility regions of the nonlasing and TW solutions, does not
depend on the small parameter €, as € — 0. But the perturba-
tions that become unstable when crossing the curves a=w’
for TW or a=-w? for the nonlasing state do have a diffusive
wave number that does depend on & and, in both cases,
scales as 1/+e.

In summary, we have obtained an asymptotically nonuni-
form CSH equation for the description of the weakly nonlin-
ear dynamics of a class C laser at peak gain starting from the
Maxwell-Bloch equations. In some cases, it can be reduced
to a purely dispersive CGL equation. And the presence of
dispersive (CGL) and diffusive (CSH) regimes, that were not
previously identified, is manifested in the stability analysis of
the nonlasing state and traveling waves, and has been con-
firmed with numerical simulations of the CSH.

ACKNOWLEDGMENTS

This work has been supported by AECI (Agencia Es-
paiiola de Cooperacién Internacional), Spain, under Grant
No. PCI A/3153/05. M.H. acknowledges COCINET (Con-
sejo Nacional de Investigaciones Cientificas y Tecnoldgicas),
Argentina, for partial support. The work of C.M. has been
supported by the Spanish Ministerio de Educacién y Ciencia
under Grant No. MTM2004-03808 and by the European Of-
fice of Aerospace Research and Development under Grant
No. FA8655-05-1-3040.

036206-8



SCALE DISPARITIES IN THE COMPLEX SWIFT- ...

[1TF. Arecchi and S. B. P. Ramazza, Phys. Rep. 318, 1 (1999).

[2] L. Lugiato, M. Brambilla, and A. Gatti, Adv. At., Mol., Opt.
Phys. 40, 229 (1999).

[3] K. Staliunas and V. Sanchez-Morcillo, Transverse Patterns in
Nonlinear Optical Resonators, Springer Tracts in Modern
Physics (Springer-Verlag, Berlin, 2003).

[4] D. Dangoisse, D. Hennequin, C. Lepers, E. Louvergneaux, and
P. Glorieux, Phys. Rev. A 46, 5955 (1992).

[5]N. R. Heckenberg, R. McDuff, C. Smith, H. Rubinsztein-
Dunlop, and M. Wegener, Opt. Quantum Electron. 24, S951
(1992).

[6] E. J. D’ Angelo, E. Izaguirre, G. B. Mindlin, G. Huyet, L. Gil,
and J. R. Tredicce, Phys. Rev. Lett. 68, 3702 (1992).

[7] A. B. Coates, C. O. Weiss, C. Green, E. J. D’Angelo, J. R.
Tredicce, M. Brambilla, M. Cattaneo, L. A. Lugiato, R. Piro-
vano, F. Prati, A. J. Kent, and G. L. Oppo, Phys. Rev. A 49,
1452 (1994).

[8] G. Lippi, H. Grassi, T. Ackemann, A. Aumann, B. Schépers, J.
Seipenbusch, and J. Tredicce, J. Opt. B: Quantum Semiclassi-
cal Opt. 1, 161 (1999).

[9] K. Staliunas, G. Slekys, and C. O. Weiss, Phys. Rev. Lett. 79,
2658 (1997).

[10] K. Staliunas, M. F. H. Tarroja, G. Slekys, C. O. Weiss, and L.
Dambly, Phys. Rev. A 51, 4140 (1995).

[11] H. Risken and K. Nummedal, J. Appl. Phys. 39, 4662 (1968).

[12] L. M. Narducci, J. R. Tredicce, L. A. Lugiato, N. B. Abraham,
and D. K. Bandy, Phys. Rev. A 33, 1842 (1986).

[13] L. Lugiato, C. Oldano, and L. Narducci, J. Opt. Soc. Am. B 5,
879 (1988).

[14] P. Coullet, L. Gil, and F. Rocca, Opt. Commun. 73, 403
(1989).

[15] P. K. Jakobsen, J. V. Moloney, A. C. Newell, and R. Indik,
Phys. Rev. A 45, 8129 (1992).

PHYSICAL REVIEW E 74, 036206 (2006)

[16]J. Lega, J. V. Moloney, and A. C. Newell, Phys. Rev. Lett. 73,
2978 (1994).

[17]17J. Lega, J. V. Moloney, and A. C. Newell, Physica D 83, 478
(1995).

[18] A. Barsella, C. Lepers, M. Taki, and P. Glorieux, J. Opt. B:
Quantum Semiclassical Opt. 1, 64 (1999).

[19] J.-F. Mercier and J. V. Moloney, Phys. Rev. E 66, 036221
(2002).

[20] L. M. Narducci and N. B. Abraham, Laser Physics and Laser
Instabilities (World Scientific Publishing, Singapore, 1988).

[21] S. Longhi and A. Geraci, Phys. Rev. A 54, 4581 (1996).

[22] M. Santagiustina, E. Herndandez-Garcia, M. San-Miguel, A. J.
Scroggie, and G.-L. Oppo, Phys. Rev. E 65, 036610 (1 2002).

[23] M. Cross and P. Hohenberg, Rev. Mod. Phys. 65, 851 (1993).

[24] A. C. Newell and J. V. Moloney, Nonlinear Optics (Addison
Wesley Publishing Co., Reading, MA, 1992).

[25] Q. Feng, J. V. Moloney, and A. C. Newell, Phys. Rev. Lett. 71,
1705 (1993).

[26] I. Aranson and L. Tsimring, Phys. Rev. Lett. 75, 3273 (1995).

[27] C. Martel and J. Vega, Nonlinearity 9, 1129 (1996).

[28] J. Vega, E. Knobloch, and C. Martel, Physica D 154, 313
(2001).

[29] C. Bendr and S. A. Orszag, Advanced Mathematical Methods
for Scientists and Engineers (McGraw-Hill, New York, 1978).

[30] J. Kevorkian and J. Cole, Perturbation Methods in Applied
Mathematics (Springer-Verlag, Berlin, 1981).

[31] H. Chat and P. Manneville, Physica A 224, 348 (1996).

[32] I. Aranson and L. Kramer, Rev. Mod. Phys. 74, 99 (2002).

[33] D. Hochheiser, J. V. Moloney, and J. Lega, Phys. Rev. A 55,
R4011 (1997).

[34] I. Aranson, D. Hochheiser, and J. V. Moloney, Phys. Rev. A
55, 3173 (1997).

036206-9



